
Evolvability research is now entering its fourth decade.  
Although the term was first used as early as 1932, 
evolvability as a scientific subdiscipline of evolution-
ary biology is often associated with a 1989 article by 
Richard Dawkins1 describing what are now called dig-
ital organisms2. Today, research on evolvability is inte-
gral to multiple fields, including population genetics, 
quantitative genetics, molecular biology and develop-
mental biology. Not surprisingly then, this diversity of 
research has led to various definitions of evolvability3. 
We here focus on one of them because we consider it 
the most fundamental: evolvability is the ability of a 
biological system to produce phenotypic variation that 
is both heritable and adaptive. The definition is funda-
mental because, first, heritable phenotypic variation is 
the essential raw material of evolution. Second, unless 
a biological system has the potential to produce varia-
tion that is adaptive (beneficial) in some environments, 
adaptation by natural selection is impossible. Third, the 
definition is broad enough to apply to fields as different 
as population genetics and molecular biology, which 
study evolvability in different ways3.

Most early evolvability research was theoretical 
or guided by few experimental studies1,3–11. This has 
changed. Research on evolvability is becoming increas-
ingly experimental and driven by advances in high- 
throughput technologies (Box 1). The observations 
from such experiments are providing a mechanistic 
understanding of how living systems generate herita-
ble adaptive variation12. We focus this Review on such 
experimental studies, which come from a diversity of 
fields, ranging from developmental to cancer biology. 
Many make no explicit mention of evolvability, yet they 
all shed light on the causes of evolvability and some also 
on its evolution. They are relevant for phenomena as 

different as the evolution of antibiotic resistance in bac-
teria and the evolutionary rescue of populations threat-
ened by climate and other environmental change. Their 
insights fall into three major categories, which provide a 
scaffold for this Review.

The first major category encompasses molecular 
mechanisms that create phenotypic heterogeneity and 
do so not just through DNA mutations but even in the 
absence of such mutations. These mechanisms have 
become central to evolvability research because they 
allow isogenic populations to create phenotypic varia-
tion, some of which may facilitate survival in new or 
rapidly changing environments and may thus provide 
time for an advantageous phenotype to be reinforced or 
stabilized via DNA mutation, gene duplication, recombi-
nation or epigenetic modification. The second category 
of evidence revolves around robustness, which is cen-
tral to evolvability because it allows an evolving popu-
lation to explore new genotypes without detrimentally 
affecting essential phenotypes. The resulting genotypic 
diversity may serve as a springboard for subsequent 
mutations to generate novel phenotypes, or it may bring 
forth new phenotypic variation when the environment  
changes. The third category of evidence regards the topo-
graphical features of an adaptive landscape, such as its 
smoothness, and a population’s location within such a 
landscape. These factors determine the amount of adap-
tive phenotypic variation that mutation can bring forth. 
Adaptive landscapes provide a useful geometric frame-
work to encapsulate genotype–phenotype (or fitness) 
relationships that affect evolvability.

Unfortunately, space constraints prevent us from 
reviewing other important aspects of evolvability 
research, including the roles of phenotypic plasticity, organ-
ismal development, modularity and pleiotropy, as well as 

Isogenic populations
Populations of individuals with 
the same genotype.

Phenotypic plasticity
The ability of one genotype 
to produce more than one 
phenotype in response to 
different environmental stimuli.

Modularity
The extent to which a system 
can be partitioned into distinct 
components.

Pleiotropy
When one gene or one 
mutation affects multiple 
phenotypes.
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theoretical advances. Additionally, we frame this Review  
primarily around mechanisms of pre- mutation evolvability 
and mechanisms that do not require genetic change, 
although we briefly discuss some mechanisms of  
post- mutation evolvability, in which recombination plays 
an especially important role13.

Phenotypic heterogeneity
Heritable phenotypic variation is the raw material of 
natural selection, and the best- known mechanisms to 
create such variation are DNA mutation and recombina-
tion. However, because the role these mechanisms play 
in generating phenotypic variation is well established 
and has been extensively reviewed13,14, we here focus on 
another class of mechanisms whose astonishing diversity 
is only beginning to come to light through recent experi-
mental work15. These mechanisms create phenotypic  
heterogeneity without creating genetic variation.

Non- genetic mechanisms to create phenotypic het-
erogeneity can be found in many processes affecting 
the expression of genetic information. We review four 
such mechanisms: stochastic gene expression, errors 
in protein synthesis, epigenetic modifications and pro-
tein promiscuity. Each mechanism can create pheno-
typic variation in a population of genetically identical 
individuals16. Such variation can, for example, provide 
a com petitive advantage to subpopulations with adap-
tive phenotypes in fluctuating environments17,18. These  
phenotypes may themselves be heritable, eventually made 
permanent by mutation or epigenetic modification, or  

they may simply ‘buy time’ for a population to adapt in 
other ways to an environmental challenge (FiG. 1a).

Stochastic gene expression. Stochastic gene expression, 
or gene expression noise, has multiple causes, including 
the varying efficiency of transcription and transla-
tion19,20 as well as the regulation of gene expression by 
low- abundance molecules whose numbers fluctuate 
randomly in a cell21 (FiG. 1b). Stochastic gene expression 
can create non- genetic, adaptive diversity in phenotypes 
as diverse as viral latency, bacterial competence, antibiotic 
resistance, as well as drug resistance in cancer22–24.

One example in which stochastic gene expression 
causes adaptive phenotypic variation is persistence, 
in which some cells in an isogenic population exhibit 
a physiologically dormant phenotype called a per-
sister phenotype25. This phenotype is adaptive because 
a dormant subpopulation has the potential to survive 
drugs that require active growth for killing, affording 
the persistent subpopulation time to acquire resistance- 
conferring DNA mutations. This phenomenon was 
recently demonstrated in a laboratory evolution exper-
iment of Escherichia coli populations subjected to inter-
mittent exposures of ampicillin26, in which persistence 
served as a stopgap until some individuals acquired 
resistance- causing mutations.

Persistence arises in only a small fraction of a pop-
ulation; therefore, one might think that the resulting 
population bottleneck would hinder evolvability by reduc-
ing the supply of beneficial mutations. However, a recent 
study of non- small-cell lung cancer indicates that this 
need not be the case27. These cells stochastically express a 
persistent phenotype, mediated by an altered chromatin 
state28. A population derived from one of these cells was 
exposed to the drug erlotinib, which resulted in the for-
mation of multiple persistent subpopulations. Seventeen 
of these subpopulations were later expanded in isolation 
from each other until drug resistance emerged through 
DNA mutations. Genetic analysis of the resistant clones 
uncovered several distinct resistance mechanisms, 
indicating that several evolutionary paths to resistance 
remained despite the population bottleneck. In sum, per-
sistence can facilitate evolvability because it allows some 
individuals (individual cells in this example) to survive 
long enough to experience adaptive genetic change.

Rare cell variability is similar to persistence in that a 
subpopulation of cells stochastically expresses a pheno-
type that facilitates the evasion of drug treatment28,29. 
Rare cell variability is different from persistence in that 
the subpopulation is not dormant but rather exhibits 
a transient transcriptional state that may include the  
expression of resistance- conferring genes. For example,  
in a study of resistance evolution to the drug vemurafenib in  
human melanoma, rare cells transiently expressed sev-
eral such genes before drug exposure, making them 
‘pre- resistant’24. After 4 weeks of drug exposure, stably 
resistant colonies emerged that expressed these genes at 
uniformly high levels and in a semi- coordinated fash-
ion. Of 1,456 genes known to contribute to resistance, 
pre- resistant cells expressed 72. After 4 weeks of drug 
exposure, this number rose to 966. These changes were 
not caused by DNA mutations. Rather, drug exposure 

Box 1 | Methodological advances

our ability to study the molecular causes of evolvability has been greatly improved by 
recent methodological advances. For example, our growing understanding of 
phenotypic heterogeneity is driven by microfluidic devices and time- lapse microscopy, 
which provide information about the compositions, morphologies and growth rates of 
single cells in dynamic environments186. Complementary information is provided by 
methods such as fluorescence in situ hybridization and single- cell RNA sequencing 
(RNA- seq), which describe the location and abundance of mRNA transcripts, 
respectively187,188. Combined with whole- genome sequencing, such methods have 
detailed the molecular causes of phenotypic heterogeneity, such as how stochastic 
gene expression drives persistence in bacteria26 and rare cell variability in cancer24. 
Non- single-cell methodologies have also furthered our understanding of phenotypic 
heterogeneity. For example, ribosome footprint profiling, which characterizes the 
distribution of ribosomes on mRNA transcripts189, has detailed the prevalence of  
stop- codon readthrough in yeast, fly and human39.

Several methodological advances have improved our understanding of mutational 
robustness and of adaptive landscapes. For example, approaches that characterize a 
small region of an adaptive landscape typically rely on deep mutational scanning139, 
a method that combines systematic mutagenesis with high- throughput phenotypic 
assays. These assays include fluorescence- activated cell sorting, which can be used to 
measure protein functions such as fluorescence or ligand binding, as well as emPIRIC190, 
which can measure the fitness of many cells in parallel. To capture the effects of 
mutations in their native genomic context, genome- editing tools such as CRISPR–Cas9 
can be used to introduce mutations to specific chromosomal loci103. Approaches 
that exhaustively characterize an entire (small) genotype space have profited from 
chip- based technologies that simultaneously assay the phenotypes of all possible 
genotypes93, as well as from high- throughput in vitro selection methods that 
systematically enrich an initially random library of sequences for those sequences that 
perform a particular function, such as binding a ligand147.

To understand how these causes of evolvability have changed over long evolutionary 
timescales, they are often combined with maximum likelihood methods to statistically 
infer and experimentally reconstruct the genotypes and phenotypes of ancient 
macromolecules191.

Pre- mutation evolvability
Evolvability driven by new 
mutations.

Post- mutation evolvability
Evolvability driven by existing 
genetic variation within a 
population — for example, 
via recombination acting on 
that variation.

Gene expression noise
Variability among isogenic 
cells in transcript or protein 
abundance.

Viral latency
The ability of a virus to remain 
dormant in a host cell.

Competence
The ability of a cell to take up 
DNA from the environment.

Population bottleneck
A temporary, drastic reduction 
in population size.
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initiated epigenetic cellular changes that stabilized the 
transiently resistant state. The transient expression of 
resistance- conferring genes in rare cells is not limited 
to melanoma but is also found in unrelated cancer cell 
types, suggesting that the epigenetic conversion of a rare, 
transient transcriptional state to a stably resistant state 
may often play a role in the evolvability of cancer30. Such 
stabilization of a new phenotype, even if temporary, may 
facilitate more permanent stabilization through genetic 
mutations. Examples such as these are closely related to 
the phenomenon of genetic assimilation, which has been 
studied since the 1950s31,32.

Stochastic gene expression may also facilitate evolva-
bility by changing how strongly mutations affect fitness, 
and in particular by enhancing the positive effects of ben-
eficial mutations33. This was recently demonstrated using 
synthetic gene circuits in Saccharomyces  cerevisiae34, 
which were engineered to exhibit varying degrees of 
expression heterogeneity in an antifungal resistance 
gene. Populations harbouring a version of a circuit with 
high expression heterogeneity were compared with those 
harbouring a circuit with low expression heterogeneity. 
During an evolution experiment in which populations 
were exposed to increasing concentrations of the anti-
fungal drug fluconazole, high- heterogeneity populations 
went extinct less often and evolved higher fluconazole 
resistance than low- heterogeneity populations. At least 

partly responsible were the increased beneficial effects of 
fluconazole resistance mutations in high- heterogeneity 
populations because the same resistance mutations 
conferred greater resistance when expressed with high 
expression heterogeneity than with low heterogeneity. 
Altering the phenotypic effects of mutations is therefore 
another route by which stochastic gene expression can 
facilitate evolvability33.

Errors in protein synthesis. In addition to stochastic 
gene expression, protein synthesis errors can also create 
non- genetic phenotypic heterogeneity. Such errors come 
in many forms and occur at multiple stages of protein 
synthesis, including nucleotide misincorporation dur-
ing transcription, tRNA misacylation during translation 
and kinetic trapping during protein folding35. Translation 
is particularly prone to error, with rates of mistransla-
tion exceeding those of DNA point mutations by sev-
eral orders of magnitude. Such errors are also called 
phenotypic mutations36, and they include missense, 
readthrough and frameshift mutations. Phenotypic 
mutations can facilitate evolvability because they create 
variation in a protein pool expressed from the same gene, 
and some of this variation may be adaptive (FiG. 1c). For 
example, elevated mistranslation rates in Mycobacterium 
tuberculosis generate variation in the β- subunit of RNA 
polymerase, which increases resistance to the antibiotic 
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Fig. 1 | Phenotypic heterogeneity is a cause of evolvability. a | Phenotypic heterogeneity can generate a small 
subpopulation of cells that exhibits a new phenotype, such as a persister phenotype (red cells in environment 1). Such a 
phenotype can be adaptive because it allows a subpopulation to survive an environmental challenge, such as antibiotic 
exposure (environment 2). A mutation (red cross) may stabilize the phenotype, or it may generate a different phenotype 
that is adaptive in the new environment, such as a mutation that confers resistance to an already- tolerant bacterial cell. 
There are many sources of phenotypic heterogeneity. b | Stochastic gene expression causes mRNA transcript levels to 
vary among cells. c | Errors in protein synthesis, such as mistranslation, cause variation in the amino acid sequences of 
proteins that are translated from the same mRNA transcript. d | Epigenetic modifications, such as the yeast prion [PSI+], 
cause variation in protein sequences, in this example via stop- codon readthrough.

Genetic assimilation
A process by which a new 
phenotype that results from  
an environmental perturbation 
becomes genetically encoded.

Kinetic trapping
occurs when a protein does 
not reach its minimum free 
energy structure but rather 
becomes trapped in a  
non- equilibrium structure.
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rifampicin37. Similarly, mistranslation of CUG codons 
in the fungal pathogen Candida albicans generates vari-
ation in cell surface proteins that facilitate evasion of the 
host’s immune system38.

A special kind of mistranslation error is stop- codon  
readthrough, which is a common mechanism for gener-
ating protein variation in species as different as yeast, 
fly and human39,40. In fungi, for example, stop- codon 
readthrough can lead to the expression of cryptic peroxi-
somal signalling motifs that create variation in the cellu-
lar localization of proteins40. In crustacea and hexapods, 
DNA sequences downstream of an affected stop codon 
are often evolutionarily conserved, suggesting that stop- 
codon readthrough occurs frequently enough to affect 
the evolution of cryptic sequences41,42.

Protein synthesis errors not only enhance evolvability 
by increasing protein diversity but also help pave the way 
for subsequent adaptive genetic change43,44. An example 
comes from the S. cerevisiae protein Idp3, an NADP- 
dependent isocitrate dehydrogenase that localizes to the 
peroxisome45. The Idp3 protein originated in an ancient 
yeast whole- genome duplication and diverged from its 
cytosolic ancestor Idp2 by acquiring a carboxy- terminal 
peroxisomal targeting signal while Idp2 remained cyto-
solic. Yeast species that diverged before the whole- 
genome duplication possess only a cytosolic IDP2 gene, 
but in four of these species the gene contains a cryp-
tic peroxisomal targeting signal in the 3ʹ untranslated 
region. This signal can be revealed via a +1 translational 
frameshift that bypasses the stop codon, which exposes 
the mistranslated protein to selection for peroxisomal 
targeting and function and can, for example, lead to an 
increase in the strength of the peroxisomal signalling 
motif45. The frameshift is induced by a sequence context 
that is prone to ribosomal slippage and that is also prone 
to single- nucleotide deletions mimicking the effect of 
the frameshift on protein sequence. This correlation 
between phenotypic and genotypic mutations thus facil-
itated the evolution of Idp3. Before the whole- genome 
duplication, Idp2 could already be expressed in two loca-
tions — in the cytosol through faithful translation and in 
the peroxisome through mistranslation. After the whole- 
genome duplication, the peroxisomal localization and 
function was made permanent via a single base deletion 
in one of the gene copies.

Epigenetic modifications. Phenotypic heterogeneity can 
also be caused by epigenetic changes, such as methyla-
tion of DNA and histones, alteration of chromatin struc-
ture and the changed protein conformations known as 
prions. For example, the prion [PSI+] in S. cerevisiae is an 
aggregated conformation of the translational suppres-
sor protein Sup35, which can be inherited by forming 
inactive complexes that convert other Sup35 proteins to 
the same inactive state18. Such aggregation reduces trans-
lational fidelity, which causes translational errors that 
include stop- codon readthrough events and frameshifts 
in other proteins46 (FiG. 1d). Some of these errors reveal 
cryptic genetic variation, producing phenotypes that 
are heritable and that can be adaptive18,47. For exam-
ple, [PSI+] can improve growth on a variety of carbon 
and nitrogen sources, at various temperatures, and in 

multiple stress conditions18,48. The phenotypes induced 
by [PSI+] and other prions can persist for generations, 
which provides opportunity for the phenotypes to be 
reinforced by mutation or recombination or to inter-
act with existing genetic variation or new mutations to 
form novel, potentially adaptive phenotypes47,49. Recent 
research in this area has greatly expanded the repertoire 
of known prions49–51, elucidated the mechanisms by 
which they confer a selective advantage52–54 and uncov-
ered alternative forms of protein- based inheritance55–57. 
For instance, the first bacterial prion has recently been 
identified50 — the transcription terminator Rho of 
Clostridium botulinum. Rho can take on one of two con-
formations: a soluble form that does not affect transcrip-
tion and an aggregate prion form that can self- propagate 
and that alters transcription, causing genome- wide 
transcriptomic changes. The discovery of Rho raises 
the exciting possibility that this cause of evolvability is 
ancient and predates the origin of eukaryotes.

The methylation of DNA and histones is a heritable 
epigenetic modification, which can create phenotypic 
variation that is adaptive58,59. A recent example comes 
from the study of intratumour heterogeneity in cancer60. 
Proliferative potential varies among cancer cells within 
the same tumour, and those cells that preserve prolif-
erative potential can drive long- term tumour growth. 
Some of this variation is caused by an epigenetic modi-
fication to an enhancer that modulates the expression of 
the linker histone H1.0, which is involved in the com-
paction of chromatin. Specifically, DNA methylation 
of the enhancer represses the expression of the linker 
histone, which destabilizes nucleosome–DNA interac-
tions, which derepresses the expression of oncogenes 
that support proliferative potential. Thus, variation in 
the epigenetic modification of a regulatory element cre-
ates variation in chromatin structure, some of which 
facilitates cancer cell self- renewal. This epigenetic cause 
of intratumour heterogeneity is found in dozens of can-
cers60, and it is just one of several epigenetic causes of 
phenotypic heterogeneity in this disease59.

Protein promiscuity. A fourth cause of evolvability- 
enhancing phenotypic heterogeneity is protein prom-
iscuity61,62. Promiscuous proteins have one primary 
adaptive function and other secondary latent functions. 
Prominent examples include enzymes with ‘moonlight-
ing’ catalytic activities63,64, such as bacterial carbonic 
anhydrase II, which mainly catalyses the reversible 
hydration of carbon dioxide but also exhibits promiscu-
ous activity towards esters61. Promiscuity can facilitate 
evolvability because it provides a reservoir of poten-
tially adaptive protein activities that can be enhanced by 
gene duplication when such duplications are followed 
by mutations that refine different activities in different 
duplicates. For example, in S. cerevisiae, two transcrip-
tion factors that are products of a past gene duplication 
regulate the genes involved in maltose metabolism and 
the genes involved in palatinose metabolism65. These 
duplicates arose from a single promiscuous transcrip-
tion factor that regulated the expression of both the 
maltose- specific and palatinose- specific genes. After 
gene duplication, two single- nucleotide mutations in the 

Stop- codon readthrough
When translation does not 
terminate at a stop codon but 
rather continues to extend an 
amino acid chain.

Prions
Proteins that propagate by 
inducing properly folded 
proteins to convert into a 
misfolded form, often resulting 
in aggregation.

Cryptic genetic variation
Genetic variation that normally 
causes little to no phenotypic 
variation but that has the 
potential to cause phenotypic 
variation in new environments 
or new genetic backgrounds.

Enhancer
A short DNA sequence that is 
bound by regulatory proteins 
to activate the transcription  
of a gene, which may be 
located many thousands of 
base pairs away.
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DNA binding domain of one of the duplicates altered its 
binding specificity such that it could no longer bind to 
the promoters of the maltose- specific genes. Mutations 
in the coding region of the other duplicate weakened 
its DNA binding activity; consequently, it could activate 
only the maltose- specific genes because only their pro-
moters contain multiple binding sites for the protein, 
which compensate for the protein’s reduced activity. 
Gene duplication thus facilitated the partitioning of 
the promiscuous activity of a single transcription factor 
among its duplicates.

Sometimes duplication may not even be needed 
to reinforce a promiscuous function66,67, and this is 
especially true for regulatory elements. For example, 
the Drosophila santomea gene Neprilysin 1 evolved 
a novel expression pattern in the fly’s optic lobe via a 
small number of mutations to an existing enhancer68. 
Reconstruction of the enhancer’s ancestral state revealed 
its promiscuous activity in the optic lobe, indicating that 
these mutations did not generate new enhancer activity 
de novo but rather refined one of the enhancer’s existing, 
latent activities.

In sum, these examples show how various forms 
of phenotypic heterogeneity — caused by stochastic 
gene expression, errors in protein synthesis, epigenetic 
modifications and protein promiscuity — facilitate the 
exploration of novel phenotypes. Some of these pheno-
types may be adaptive and may be made permanent by 
selection for genetic or epigenetic changes that reinforce 
the phenotype. We emphasize that many other mecha-
nisms to regulate molecular processes exist, and given 
the adaptive benefits of phenotypic heterogeneity, it is 
likely that they will also be implicated in producing such 
heterogeneity.

Robustness
Robustness to DNA mutations can be viewed as a dual, 
converse or opposite property to non- genetic pheno-
typic heterogeneity. Whereas non- genetic phenotypic 
heterogeneity implies that phenotypic variation exists 
in the absence of genetic variation, robustness implies 
that phenotypic variation does not exist in the presence 
of genetic variation because a phenotype is robust to 
genetic change.

Many phenotypes are to some extent robust to muta-
tions69,70. Examples include the structure and biological 
activity of macromolecules71, the gene expression pat-
terns of regulatory networks72 and the ability of metabo-
lism to synthesize biomass73. Such robustness can also be 
enhanced in various ways. For example, DNA mutations 
that enhance protein stability can also enhance robust-
ness because enhanced protein stability increases the 
range of mutations a protein can experience while still 
folding into its native structure71. Gene duplication can 
also enhance robustness because it causes gene functions 
to become redundant and can thus increase the incidence 
of mutations that can be tolerated by either duplicate74 
(but see rEFs75,76). Chaperones such as the eukaryotic heat- 
shock protein Hsp90 enhance robustness in organisms 
as diverse as fruitflies, cave fish, plants and bacteria77–82, 
although such buffering may not occur in all organisms 
and may not affect all genetic variation78,83.

In each of these cases, DNA mutations can cause 
genetic diversity without changing a phenotype. Such 
cryptic genetic variation can facilitate evolvability 
in at least three ways. First, cryptic genetic variation 
may be revealed as phenotypic variation (for example, 
via the partial loss of function of a chaperone, via the 
appearance of a prion or when the environment chan
ges18,42,47,78,81,84,85). This revealed variation may be enriched 
for adaptations42. Second, cryptic genetic variation pro-
vides many distinct genetic backgrounds in which the 
effects of new mutations can manifest themselves86,87. 
This can be advantageous because the same mutation 
can have different phenotypic effects — neutral, benefi-
cial or detrimental — in different genetic backgrounds, 
a phenomenon caused by frequent epistatic interactions 
(non- additive interactions) among mutations. Finally, 
cryptic genetic variation may give rise to new phenotypic 
variation via recombination.

The study of robustness has a long history in evolv-
ability research69,88, but recent experimental work has 
greatly expanded our mechanistic understanding of 
how robustness facilitates the generation of adaptive 
phenotypic variation. These advances largely result from 
technological progress in areas such as deep mutational 
scanning and ancestral protein reconstruction (Box 1).  
We highlight recent examples from individual macro-
molecules, from interactions between macromolecules and 
their ligands and from entire gene regulatory networks.

The C2H2 zinc- finger is the most prominent 
protein domain in many metazoans but not in other 
eukaryotes. It occurs in C2H2 zinc- finger transcription 
factors, in which multiple copies of this domain are typi-
cally arranged in tandem such that each domain contacts 
three or more DNA bases whose identity is determined 
by four base- contacting amino acids in the domain’s  
α- helix. The diversity of DNA sequences recognized by 
metazoan C2H2 zinc- fingers far exceeds that of other 
eukaryotic C2H2 zinc- fingers, and recent research impli-
cates robustness in their expansion and diversification89. 
Specifically, in metazoans, non- base-contacting amino 
acids of the C2H2 zinc- finger domain form hydrogen 
bonds with the DNA phosphate backbone to enhance 
binding energy. By contrast, the binding energy of other 
eukaryotic C2H2 zinc- fingers depends primarily on 
base- contacting amino acids. This observation suggests 
that the non- base-contacting amino acids of metazoan 
C2H2 zinc- fingers confer robustness of DNA binding 
to mutations in base- contacting amino acids, which 
facilitates the diversification of DNA binding preferences.

The evolution of steroid receptor binding preferences 
provides another example of how robustness facilitates 
evolvability. Steroid receptors are transcription fac-
tors that can be classified according to their binding 
preference for oestrogen response elements or steroid 
response elements. These two response elements are six- 
nucleotide-long DNA sequences that differ by just two 
nucleotides. The ancestral steroid receptor from which 
all steroid receptors descended more than 450 million 
years ago binds to oestrogen response elements90. After 
this protein duplicated, one daughter protein retained 
specificity to oestrogen elements whereas the other 
evolved a preference for steroid response elements. 

Chaperones
Proteins that assist other 
proteins in folding or that 
refold misfolded proteins.

Epistatic interactions
Non- additive interactions 
between alleles in their 
contribution to a phenotype or 
fitness.

Protein domain
A distinct functional and often 
autonomously folding unit of a 
protein.
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This shift in specificity required 11 substitutions out-
side of the DNA binding domain and 3 substitutions 
within it. The 11 mutations outside of the DNA binding 
domain did not affect DNA binding specificity (specific-
ity was robust to genetic changes), but they had another 
important consequence in that they dramatically altered 
the number of mutational variants capable of binding 
steroid response elements. Specifically, out of 160,000 
possible mutational variants of the ancestral protein 
without the 11 mutations, only 41 specifically bound 
steroid response elements. By contrast, among the same 

160,000 mutational variants of the ancestral protein 
with the 11 mutations, 829 specifically bound steroid 
response elements, and these variants were accessible 
via fewer mutations91. The mutational neighbourhoods 
of the two proteins were therefore dramatically differ-
ent, and it was the robustness to mutation that facilitated 
access to the mutational neighbourhood that conferred 
higher evolvability (FiG. 2).

Not only are regulatory proteins robust to muta-
tion, so too are the regulatory elements they target87,92. 
For example, eukaryotic transcription factors typically 
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Fig. 2 | Robustness causes evolvability by providing access to a diversity of mutational neighbourhoods. a,b |  
The mutational neighbourhoods of the ancestral steroid receptor (AncSR1 in rEF.91; part a) and the derived steroid 
receptor after 11 amino acid changes (AncSR1+11p in rEF.91; part b). Each vertex (circle) corresponds to a sequence of 
amino acids at four sites in each protein’s recognition helix: the three that historically changed binding specificity plus an 
adjacent site. Of all 160,000 possible such sequences in each background, only functional sequences are shown — that is, 
sequences that bind to the oestrogen (pink) or the steroid (blue) response elements or that promiscuously bind to both 
(yellow). Edges connect sequences that differ in a single amino acid. The number of functional sequences differs dramatically 
between the two backgrounds: 129 in the ancestral background as compared with 1,351 in the derived background.  
c,d | Moreover, the lengths of the shortest paths from a sequence that binds to the oestrogen response element to a 
sequence that binds to the steroid response element are much longer in the ancestral background (part c) than in the 
derived background (part d). The asterisk symbol indicates starting points from which there is no path to a sequence that 
binds to the steroid response element. Data from rEF.91.
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bind to dozens to hundreds of distinct nucleic acid 
sequences93, which tend to be mutationally intercon-
nected, such that a mutation to a sequence that binds 
to a transcription factor will often generate another 
sequence that also binds to the transcription factor87. 
This robustness facilitates the accumulation of genetic 
diversity in binding sites94, which provides distinct 
genetic backgrounds in which to ‘test’ new mutations. 
Some of these mutations generate binding sites for other 
transcription factors87, which may lead to adaptive gene 
expression changes.

Gene expression patterns themselves are highly 
robust, not only to mutations in binding sites but also 
to wholesale changes in the number, identity and ori-
entation of binding sites within regulatory regions95 and 
thus to changes in the structure of gene regulatory net-
works96. Modelling work has long anticipated that such 
robustness can facilitate evolvability97,98, but empirical 
support for this possibility was only recently provided99. 
Specifically, the highly conserved fungal transcription 
factor Ndt80 underwent a pronounced switch in func-
tion from an ancestral role regulating meiosis and 
sporulation to a derived role regulating biofilm forma-
tion. Experiments with six different extant yeast spe-
cies suggest that this shift was not caused by a change 
in the binding specificity of Ndt80 but rather by gains 
and losses of binding sites for Ndt80. These changes 
preserved the ancestral role of Ndt80 but allowed the 
regulatory network controlling meiosis and sporula-
tion to sample many architectural configurations. This 
sampling facilitated the discovery of a network con-
figuration that supported the derived role of biofilm 
production in C. albicans.

In sum, these examples illustrate that robustness 
creates opportunities for the exploration of novel 
genotypes, some of which constitute or lead to new 
adaptations. Other pertinent examples include recent 
studies of robustness in viral proteins100,101, bacterial 
enzymes102, tumour suppressor genes103, protein–protein 
 interactions104,105 and gene regulatory networks106.

Adaptive landscape topography
An adaptive landscape is an analogy to a physical land-
scape in which each location or coordinate in a phys-
ical space corresponds to a genotype in an abstract 
genotype space107 and in which the elevation at this 
location corresponds to the fitness of this genotype108. 
One can view adaptive evolution as a process in which 
populations of ever- changing genotypes explore such 
a landscape through random DNA mutations and 
recombination and in which natural selection helps 
such populations discover peaks or plateaus of high 
fitness. Adaptive landscapes are central to evolvability 
research because the topography of an adaptive land-
scape and a population’s location within a landscape 
determine the amount of beneficial phenotypic varia-
tion that mutations can create. A smooth, single- peaked 
landscape facilitates evolvability because mutation 
can bring forth beneficial phenotypic variation from 
anywhere in the landscape except atop a global peak 
(FiG. 3a). By contrast, a rugged landscape can hinder 
evolvability because the local peaks it contains may 

attract an evolving population and preclude the gener-
ation of further beneficial phenotypic variation (FiG. 3b). 
Moreover, the shape of an adaptive peak — concave  
versus convex — affects the amount of beneficial pheno-
typic variation that mutation can bring forth as an 
evolving population ascends the peak. Until recently, 
most work on adaptive landscapes was theoretical, but 
experiments are now being increasingly used to charac-
terize the topography of adaptive landscapes109. Some of 
these studies use organismal fitness to define the surface  
of a landscape110,111 whereas others use molecular pheno-
types, such as the enzymatic activity112,113 or binding 
affinity114,115 of a protein, and are therefore also referred 
to as genotype–phenotype landscapes116. The pace of 
this work is still accelerating, and we focus on the most 
recent such work.

Perhaps the most important factor affecting land-
scape ruggedness and the shape of adaptive peaks is 
epistasis — non- additive interactions between two or 
more mutations117,118. Epistasis can take different forms 
(FiG. 3c,d) and can occur with mutations that are indi-
vidually deleterious or beneficial. For example, negative 
epistasis among beneficial mutations occurs when the 
combined effect of the mutations is smaller than the 
sum of the individual mutational effects119,120 (FiG. 3c). 
Negative epistasis is also referred to as antagonistic or 
diminishing returns epistasis. Positive epistasis among 
beneficial mutations occurs when the combined effect 
of the mutations is larger than the sum of the individ-
ual mutational effects (FiG. 3c). Positive epistasis is also 
referred to as synergistic epistasis. The terminology 
used to describe epistasis can be confusing (for exam-
ple, synergistic epistasis is also used to describe negative 
epistasis among deleterious mutations)121, but mathe-
matically the definition of positive and negative epista-
sis is straightforward. Epistasis between two mutations,  
A and B, can be quantified as ε = fab + fAB – fAb – faB, where 
f is the phenotype or fitness of the ‘wild- type’, double- 
mutant and single- mutant genotypes, respectively. 
Negative epistasis occurs when ε < 0, whereas positive 
epistasis occurs when ε > 0.

Another important form of epistasis is sign epistasis122. 
It occurs when the sign (that is, beneficial (+) or detri-
mental (–)) of a double mutation differs from that of one 
or both of the constituent single mutations. For exam-
ple, whereas both single mutations may be individually 
detrimental, they may be jointly beneficial. Sign epistasis 
creates local valleys or peaks and thus ruggedness in an 
adaptive landscape118 (FiG. 3d). In doing so, it can affect 
the amount of adaptive variation accessible to a popula-
tion, a population’s evolutionary trajectory and its ability 
to reach a global peak. For example, global peaks may 
be inaccessible if all evolutionary trajectories to them 
require traversing one or more adaptive valleys, which is 
disfavoured by natural selection and possible only under 
restricted conditions123,124. With some exceptions125–127, 
sign epistasis thus reduces evolvability.

A fundamental challenge in mapping an adaptive 
landscape is that the number of genotypes in a typical 
genotype space is so vast that their phenotype or fitness 
cannot usually be exhaustively measured. One approach 
to overcome this challenge uses experimental evolution 

Genotype space
The space of all possible 
genotypes. For a nucleic acid 
sequence of length L, this 
space comprises 4L genotypes.

Concave
A real- valued function on an 
interval of real numbers is 
concave if any line connecting 
two points on the graph  
of the function lies on or below 
the graph.

Convex
A real- valued function on an 
interval of real numbers is 
convex if any line connecting 
two points on the graph  
of the function lies above or 
on the graph.
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of whole organisms128, where the change in a population’s 
mean fitness and genotypic composition is monitored 
while the population evolves for hundreds or thousands 
of generations in the laboratory. Such experiments show 
that although specific genetic changes that cause fitness 

increases are usually not predictable, the evolutionary 
trajectory of mean fitness increases can be highly predict-
able129–132, suggesting that suitable statistical methods may 
be able to infer general statistical properties of adaptive 
landscape topography133,134. Additionally, experimental 
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Fig. 3 | Adaptive landscape topography influences evolvability. a | A smooth, single- peaked landscape facilitates 
evolvability because mutations can create adaptive phenotypic variation from anywhere in the landscape, except atop 
the global peak. For example, the white and black circles denote two distinct mutational paths that start from different 
points in the landscape but that both converge on the global peak via a series of ‘uphill’ mutational steps. b | By contrast, 
a multi- peaked, or rugged landscape, hinders evolvability because an evolving population may become trapped on local, 
suboptimal peaks. For example, whereas the mutational path indicated by the white circles leads to the global peak , the 
mutational path indicated by the black circles does not. c | The shape of an adaptive peak is a consequence of magnitude 
epistasis. Specifically , positive epistasis generates peaks that are convex, whereas negative epistasis generates peaks that 
are concave. As a population climbs an adaptive peak , evolvability tends to increase if the peak is convex whereas it tends 
to decrease if the peak is concave. d | Landscape ruggedness is a consequence of sign epistasis, which creates adaptive 
valleys that may be difficult for an evolving population to cross. Grey circles correspond to those in part b. e–g | The same 
landscape as in part a but shown as 2D contour plots. Open circles indicate genotypes and edges connect genotypes 
that differ by a single mutation. The same landscape can be studied by systematically engineering genotypes that contain 
all possible combinations of a small number of mutations leading to a peak (part e); deep mutational scanning of a single 
wild- type (well- adapted) genotype, including all single mutants, many double mutants and some triple mutants (part f);  
or, in the case of small landscapes, the exhaustive enumeration of all possible genotypes (part g). wt, wild type.
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evolution demonstrates that a population’s mean fitness 
increase — a proxy for evolvability — depends primar-
ily upon the fitness of the starting genotype but sec-
ondarily also upon the starting genotype itself (that is, 
from which location a population begins to explore an  
adaptive landscape)129,135.

An important limitation of this method is that it 
does not allow the detailed mapping of adaptive land-
scape topography because evolving populations typi-
cally harbour a large number of mutations whose 
contributions to fitness are not easily disentangled136,137. 
Such a mapping requires more targeted approaches. 
One such approach is to engineer all possible geno-
types in a small region of a landscape, for example, by 
using all combinations of the presence or absence of 
mutations that occurred along an adaptive evolutionary 
pathway or more comprehensively by using all possi-
ble combinations of mutations at a fixed number of 
nucleotide or amino acid sites109 (FiG. 3e). One pertinent 
recent study constructed an adaptive landscape from 
all possible combinations of 13 amino- acid-changing 
mutations at 6 amino acids in the Hsp90 of S. cerevisiae 
in a high- salt environment138. The resulting landscape 
provides several fundamental insights into the evolva-
bility of Hsp90 in this challenging environment. First, 
the landscape is dominated by epistasis: not a single 
pairwise interaction between mutations is additive. 
These epistatic interactions include both positive and 
negative epistasis, as well as sign epistasis. Second, the 
sign epistatic interactions produce landscape rugged-
ness, with five local peaks and a single global peak 
that conveys a 10% increase in yeast growth rate on 
high salt relative to the wild- type genotype. Third, 
although the landscape is moderately rugged, it is still 
highly navigable, as shown by simulated adaptive walks. 
These walks reveal that the global peak can be reached 
from nearly any starting point in the landscape. One 
important exception is the wild- type genotype because 
adaptive walks starting from this genotype tend to con-
verge to a local peak but not to the global peak. Taken 
together, these observations show how epistasis can 
generate landscape ruggedness and that a population’s 
location within such a rugged landscape affects the 
ability of mutation to bring forth heritable, adaptive 
phenotypic variation.

Another approach to constructing adaptive land-
scapes is based on deep mutational scanning139, in which 
phenotypes are assayed for a large number of muta-
tional variants of a single, typically wild- type genotype 
(FiG. 3f). This approach thus characterizes the immediate 
neighbourhood of an adaptive peak. Deep mutational 
scanning has been used extensively in recent years for 
phenotypes as different as the ‘splicing- in’ of an exon116, 
the binding affinity114,115 and enzymatic activity112,113 of 
a protein and the fitness of an entire organism84,110,111. 
For example, a recent study employed a deep mutational 
scan of the wild- type sequence of the GFP from the jelly-
fish Aequorea victoria using fluorescence level to define 
the landscape’s surface140. This analysis revealed a single, 
narrow peak centred on the wild- type sequence, with 
three- quarters of the single- mutant sequences displaying 
reduced fluorescence and half of the sequences with four 

mutations showing no fluorescence at all. The analysis 
also revealed abundant negative epistasis and very lit-
tle positive epistasis. Negative epistasis produces con-
cave peaks141 (FiG. 3c), which reduces evolvability when 
a population approaches an adaptive peak because the 
amount of adaptive phenotypic variation accessible via 
mutation decreases. Conversely, positive epistasis helps 
create convex peaks and facilitates evolvability. These 
modes of epistasis also have implications for mutational 
robustness141,142. The concave peaks formed by negative 
epistasis confer robustness because individual mutations 
to genotypes on such peaks have small fitness effects. 
By contrast, the convex peaks formed by positive epi-
stasis confer sensitivity to mutation, because individual 
mutations to genotypes on such peaks have large fitness 
effects. With few exceptions143,144, a bias towards neg-
ative epistasis is among the most commonly reported 
features of experimentally characterized adaptive land-
scapes110,111,114,115,138,140,141, in agreement with the dimin-
ishing returns epistasis regularly observed in laboratory 
evolution experiments119,120,130–132.

Although deep mutational scanning and related tech-
niques are powerful, they still render a typical genotype 
space sparsely sampled, and extrapolating insights from 
the resulting incomplete landscapes to complete land-
scapes is challenging138,145,146. Not affected by this limi-
tation are small genotype spaces, where it is possible 
to assay the phenotypes of all possible genotypes147,148 
(FiG. 3g). One such genotype space is that of short tran-
scription factor binding sites, where one can measure 
how strongly a transcription factor binds to thousands 
of different DNA sequences93. Such information is not 
just available for one but for thousands of transcription 
factors from multiple species149. Binding strength is an 
important molecular phenotype because it is a proxy 
for a factor’s ability to activate or repress a target gene, 
and the gene expression patterns that emerge from such 
binding events embody fundamental biological pro-
cesses, including those in development, physiology and 
behaviour. Importantly, the location and timing of these 
gene expression patterns can be fine- tuned, or altogether 
transformed, by mutations that affect the strength of 
transcription factor–DNA interactions150,151. The map-
ping of DNA sequence to binding strength can therefore 
be thought of as an adaptive landscape, where mutation 
and natural selection optimize the capacity of a DNA 
sequence to bind to a transcription factor.

A recent study analysed the topographies of more 
than 1,000 such landscapes94. They contain little sign 
epistasis and therefore typically comprise only a single 
peak. Similar to the landscape of yeast Hsp90 in high 
salinity138, these landscapes are highly navigable. Their 
global peaks tend to be accessible from throughout the 
landscape via a series of ‘uphill’ mutational steps. Indeed, 
even at the furthest mutational distance from a global 
peak, more than 20% of all possible mutational paths 
are accessible. Such smooth landscapes facilitate evolv-
ability because mutation can readily bring forth bene-
ficial pheno typic variation, regardless of a population’s 
location on the landscape.

A limitation to these approaches, as compared with 
experimental evolution, is that an adaptive landscape 

Adaptive walks
A series of mutations that 
never decrease fitness.
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for a single binding site or an individual gene has many 
fewer dimensions than an adaptive landscape for an 
entire genome. This limitation is important, because the 
valleys that separate adaptive peaks in low- dimensional 
landscapes may not do so in high- dimensional land-
scapes. The reason is that increased dimensionality may 
create mutational paths that bridge adaptive valleys or 
that transform local adaptive peaks into saddle points. 
Such extradimensional bypasses increase the accessibility 
of adaptive peaks and thus increase evolvability5. Long 
the subject of theoretical research5,152, extradimensional 
bypasses have recently been uncovered in an adap-
tive landscape of binding affinity for the protein GB1 
of streptococcal bacteria153. The authors analysed all 
204 protein variants of 4 amino acid sites and sampled 
~20,000 pairs of mutations that exhibited reciprocal 
sign epistasis (FiG. 3d). Of these pairs, ~15% exhibited 
an extradimensional bypass when one of the other two 
amino acid sites was considered. Such an increase in the 
mutational accessibility of adaptive peaks suggests that 
increasing the dimensionality of adaptive landscapes 
from that of individual binding sites or genes to that of 
entire genomes reduces landscape ruggedness and thus 
enhances evolvability.

The examples highlighted here are only a small sam-
ple of recent experimental studies of adaptive landscapes, 
with other pertinent examples in systems as different as 
drug delivery vehicles154 and cancer155. We anticipate that 
the resolution and scale of such landscape studies will 
continue to increase as high- throughput genotyping and 
phenotyping technologies advance (Box 1).

Evolvability evolving
Any cause or mechanism of evolvability could, in prin-
ciple, itself be subject to evolutionary change. Three 
questions about such change are germane. First, can the 
mechanism evolve in principle; that is, is there genetic 
variation in it? Second, does it evolve, either in nature or 
in the laboratory? Third, is a change in evolvability itself 
adaptive or is it instead a by- product of other adaptations 
or of non- adaptive processes, such as developmental 
constraints, mutation bias or genetic drift? We discuss 
existing evidence pertaining to these questions for each 
of our three major causes of evolvability.

Evolution of phenotypic heterogeneity. Genetic mech-
anisms that create phenotypic heterogeneity can evolve. 
For example, the rate of DNA mutation is itself subject 
to evolutionary change156,157 because the DNA repair 
enzymes that keep DNA mutations in check can them-
selves undergo mutations that lead to elevated mutation 
rates. Such evolution can be adaptive in novel environ-
ments156,158 (for example, during colonization by E. coli 
of the mouse gut159). Similarly, increases in recombina-
tion rate can accelerate a population’s rate of adaptation 
either by creating more beneficial allele combinations or 
by helping to eliminate deleterious mutations160.

Non- genetic mechanisms of phenotypic heterogene-
ity can also evolve161. For example, gene expression noise 
levels vary genetically with promoter strength and with 
the strength of transcription factor binding sites162; stop- 
codon readthrough rates vary with stop- codon identity 

(UAG, UAA or UGA), the surrounding sequence con-
text and the structure of mRNA163; the formation and 
activity of prions vary according to the presence of 
aggregation- prone amino acid sequences in prion- 
forming protein domains, such as glutamine/asparagine- 
rich sequences164; and protein promiscuity varies with 
a protein’s coding sequence61,67,105. Thus, in each case, 
the factors that can affect phenotypic heterogeneity are 
genetically encoded and can therefore evolve.

What is more, mechanisms that create phenotypic 
heterogeneity do evolve, both in laboratory experiments 
and in nature. For example, the evolution of increased 
gene expression noise in S. cerevisiae has been reported 
for antifungal resistance genes in the laboratory34 and 
for plasma- membrane transporters in the wild165. 
Experimental evolution of synthetic E. coli promoters to 
specific mean expression levels results in promoters with 
low expression noise, suggesting that the noisy expres-
sion of many natural E. coli promoters is an evolved 
property166. Other forms of phenotypic heterogeneity 
have also been successfully evolved in the laboratory, 
including protein promiscuity in bacteriophage- λ67 
and the stochastic switching of colony morphology in 
Pseudomonas fluorescens17.

At least in some instances, the evolvability conferred 
by phenotypic heterogeneity may have evolved because 
it was adaptive. For example, in the experimental evo-
lution of populations of S. cerevisiae exposed to anti-
fungal stress, increased expression noise evolved in the 
synthetic regulatory circuits controlling an antifungal 
resistance gene because it enhanced the adaptive value 
of beneficial mutations34. Similarly, in the experimen-
tal evolution of populations of P. fluorescens exposed to 
environmental fluctuations, the stochastic switching of 
colony morphology evolved as an adaptive bet- hedging 
strategy17. Such a strategy was also observed in the 
experimental evolution of E. coli under antibiotic stress, 
where the stochastic expression of persister cells evolved 
to facilitate survival in high concentrations of anti-
biotic26. In other instances, evolvability is a by- product 
of other adaptations. For example, promiscuity in the 
host- recognition protein of bacteriophage- λ evolved as 
a by- product of selection for increased adsorption to the 
virus’ native cell surface receptor67. Specifically, the same 
mutations that increased adsorption also destabilized 
the protein, producing λ- particles that were proficient 
at targeting different receptors.

Evolution of robustness. Variation in mutational robust-
ness is found at all scales of biological organization, 
including the structures of macromolecules71,147, inter-
actions between macromolecules and their ligands87,92, 
and the gene expression patterns of regulatory circuits167. 
Mutational robustness can therefore evolve; moreover, it 
can evolve by various means (for example, via increased 
protein stability71 or via gene duplication74).

Mutational robustness also has evolved both in 
nature and in the laboratory. For example, the struc-
tures of eukaryotic microRNA precursor stem- loops are 
more robust to mutation than random RNA sequences 
with similar stem- loop structures168, and the mutational 
robustness of a protein’s tertiary structure tends to 

Saddle points
Points on a landscape that 
have zero slope in at least two 
orthogonal directions yet are 
not local peaks.

Extradimensional bypasses
Accessible mutational paths to 
an adaptive peak that are 
facilitated by increasing the 
dimensionality of an adaptive 
landscape.
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increase with the protein’s age169. Directed protein evo-
lution has demonstrated that mutational robustness of 
cytochrome P450 proteins can increase in sufficiently 
large populations170, and experimental evolution of  
S. cerevisiae has demonstrated that gene duplications can 
confer mutational robustness74.

We are not aware of experimental evidence that 
mutational robustness has evolved because it causes 
evolvability. By contrast, there is evidence that muta-
tional robustness has evolved because it is itself adap-
tive171 (for example, in viral populations exposed to 
chemical mutagens) because robustness provides a 
competitive advantage when the mutation rate is ele-
vated172. In addition, mutational robustness may often 
evolve as a by- product of other adaptations. For exam-
ple, chaperones help maintain proteome integrity dur-
ing environmental stress and may buffer mutations only 
as a side effect. Similarly, the mutational robustness of 
eukaryotic microRNA precursor stem- loops is likely to 
be a by- product of selection for robustness of these RNA 
structures to temperature fluctuations173.

Evolution of adaptive landscape topography. This 
cause of evolvability can also evolve: the location of an 
individual or a population on an adaptive landscape can 
change through DNA mutations or recombination, and 
because local landscape topography may differ in dif-
ferent locations, so may evolvability91,135,138,141,147,174–176. 
A comparison of the fitness effects of mutations to three 
orthologous TIM barrel proteins provides an illustrative 
example175. These proteins are distantly related, retain-
ing only ~30–40% sequence identity, but they have the 
same fold and function. They therefore occupy different 
locations on the same adaptive landscape. These loca-
tions differ in their evolvability because the same muta-
tions have different, albeit correlated, fitness effects in 
the three sequence backgrounds (locations). Another 
example is provided by the experimental evolution 
of two divergent yeast strains in the same laboratory 
conditions129. These strains, which differ at ~50,000 
single- nucleotide sites and therefore occupy different 
locations on their adaptive landscape, also differ in the 
rate at which they adapt evolutionarily129,177. Analysis of 
quantitative trait loci partly attributes this difference in 
evolvability to a small subset of mutations, such as those 
involved in the ribosome biogenesis pathway.

The evolvability conferred by a landscape’s local 
topography has also evolved. As shown in FiG. 2, for 
example, 11 substitutions occurred during the evolu-
tion of an ancient steroid hormone receptor, and this 
change in adaptive landscape location dramatically 
altered the spectrum of DNA binding phenotypes 
accessible via mutation91. An additional example comes 
from Lenski’s long- term (>60,000 generations) evolu-
tion experiment with E. coli populations178. Here, 1 of 
12 populations evolved the ability to utilize citrate and 
did so after 31,500 generations. The mutation needed 
to evolve citrate utilization conferred a fitness benefit 
even in the original ancestor of the experiment, but 
other mutations that occurred during the initial stages 
of the experiment conferred larger fitness benefits and 
created a genetic background in which the initial citrate 

utilization mutation no longer conferred a fitness bene-
fit. Thus, evolution drove the population to a location on 
the adaptive landscape that precluded the evolution of 
citrate utilization. Only later did subsequent mutations 
bring the population to a location where this mutation 
was again adaptive.

The same experiment also provides further evidence 
for evolving evolvability177. Within the first 500 gener-
ations of this experiment, multiple genetically distinct 
subpopulations had evolved within a single popula-
tion, meaning that the population had diversified from 
the location of the ancestral genotype to multiple new 
locations on the adaptive landscape. One of these sub-
populations would eventually outcompete the others, 
but it was not the subpopulation with the highest fit-
ness. Rather, it was a subpopulation located in a region 
of the adaptive landscape that had higher evolvability, 
as shown by ‘replay experiments’, in which ten repli-
cate populations were evolved from distinct founding 
subpopulations (that is, from distinct locations on the 
adaptive landscape). The subpopulation that would 
eventually outcompete the others generated more bene-
ficial phenotypic variation than the other subpopula-
tions (that is, it had higher evolvability). After ~900 
generations of evolution from these distinct landscape 
locations, the subpopulations evolved from the high- 
evolvability location tended to outcompete those evolved 
from other locations.

We are not aware of experimental evidence that 
a population’s location on an adaptive landscape has 
evolved because it conferred evolvability. For instance, 
in the preceding example, evolvability evolved as a by- 
product of the fixation of neutral or beneficial mutations 
that just happened to drive one of the subpopulations 
towards a high- evolvability region of the landscape177. 
Non- adaptive forces may also explain the evolution of 
a population’s location on an adaptive landscape. For 
example, the 11 substitutions that occurred during the 
evolution of an ancient steroid hormone receptor did not 
alter the protein’s binding specificity, which suggests that 
genetic drift caused this change in landscape location 
and the corresponding dramatic shift in evolvability90. 
An alternative possibility is that this change in landscape 
location was caused by selection for protein functions 
unrelated to binding specificity.

Taken together, these examples show that the three 
causes of evolvability highlighted here — phenotypic 
heterogeneity, robustness and adaptive landscapes — are 
themselves subject to evolutionary change. Whether they 
often evolve because they confer evolvability remains a 
particularly challenging open question.

Outlook
Driven by technological advances, research into all 
three causes of evolvability is progressing in leaps and 
bounds. We anticipate that this progress is going to con-
tinue unabated. For example, the currently well- studied  
mechanisms to create the non- genetic phenotypic hetero-
geneity that we discuss may well be only a small subset of 
all pertinent mechanisms. Future work may reveal others 
to be important as well, such as RNA editing179 and pro-
tein allostery180. In addition, we know little about how 

Quantitative trait loci
Loci that explain part of the 
genetic basis of variation in a 
phenotype.
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conflicts of selection may influence the evolution of such 
mechanisms, especially in organisms that are not clon-
ally related (Box 2). As for robustness, we understand its 
causes well for some systems such as proteins or dupli-
cate genes, but much less well for systems of greater com-
plexity, such as gene regulatory circuits and metabolism. 
The evolutionary consequences of robustness become 
amply clear from detailed reconstructions of the evolu-
tion of molecules such as steroid hormone receptors91, 
but to date few such reconstructions are available. In 
the context of adaptive landscapes, we are only begin-
ning to understand how landscape topography depends 
on higher- order epistasis181,182. Moreover, although we 
know that the environment can affect adaptive land-
scape topography, we know little about how it does86,183. 

We are also only beginning to understand how our 
knowledge of landscape topography may facilitate the 
prediction of evolutionary trajectories109,184 or the deli-
berate re direction of evolving populations of pathogens 
towards low- evolvability regions of a landscape185.

The three major causes of evolvability interact, but 
we do not fully understand how or to what effect. For 
example, phenotypic heterogeneity can smoothen 
an adaptive landscape if a genotype’s overall fitness is 
equal to the average fitness of each of the phenotypes it 
brings forth33. Similarly, a DNA mutation that renders a 
protein’s phenotype robust to further mutations can be 
viewed as displacing the genotype to a smooth region 
of an adaptive landscape, where further mutations have 
smaller phenotypic effects. However, the degree of such 
‘smoothing’ has not been explicitly characterized for any 
experimentally studied landscape. When an organism 
generates non- genetic adaptive variation in phenotypes, 
it creates two or more phenotypes from the same geno-
type, but any one adaptive phenotype can be stabilized 
by DNA mutations only if the starting genotype resides 
in a region of an adaptive landscape where some of its 
mutants provide such stabilization. We do not know 
the extent to which non- genetic mechanisms that 
create phenotypic variation and increase evolvability 
ensure that the variation they cause can be genetically 
stabilized. Finally, because a phenotype’s robustness to 
genetic and to non- genetic change are often correlated69, 
genotypes that are especially robust to DNA mutations 
may also bring forth less phenotypic heterogeneity by 
non- genetic means. If so, trade- offs between robust-
ness and non- genetic mechanisms to create phenotypic  
heterogeneity may exist, and these trade- offs are well 
worth exploring.

A final frontier regards the evolution of the various 
causes of evolvability. As we have shown, there is ample 
evidence that all three causes are subject to evolution-
ary change. However, we have less information about 
whether their existence reflects an adaptive value of 
evolvability. Does increased mutational robustness at 
least sometimes come about because it enhances evolv-
ability? Has the ruggedness of some adaptive land-
scapes decreased in the course of evolution, and, if so, 
is it because reduced ruggedness increases evolvability? 
Questions such as these are fascinating and profound 
because an affirmative answer means that life itself can 
help create the conditions that ensure its advancement.
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Box 2 | Conflicts between different levels of selection

Biological systems are hierarchically organized, with macromolecules embedded in 
cells, cells in whole organisms and organisms in populations. A genetic change that is 
beneficial on one level of this hierarchy may be detrimental on another. For example, 
because most random DNA mutations have detrimental effects on individuals or their 
offspring192, DNA mutations that increase the DNA mutation rate itself will also be 
detrimental for most individuals. By contrast, DNA mutations may be advantageous 
for a population as a whole, especially in a stressful environment, where a few 
beneficial mutant individuals may ensure survival158,193 or accelerate adaptation156. 
Such conflicts are also relevant for the evolvability mechanisms we discuss, such as 
those that generate non- genetic heterogeneity, because in most environments such 
heterogeneity will not benefit all individuals15,22,25. various approaches help predict 
how evolution can resolve such conflicts194–198. Among them are multi- level selection 
theory197 and kin selection theory196. The latter shows that higher, population- level 
adaptations can evolve and persist whenever populations consist of genetically highly 
related individuals, because in this case the genetic ‘interests’ of individuals are  
aligned with those of the population. It is relevant here that many known cases of 
adaptive non- genetic heterogeneity are found in clonal populations of genetically 
identical individuals15, where an individual’s interests are served as long as some of its 
clone- mates survive. Although theoretical work shows that evolvability mediated by 
prions such as [PSI+] may persist in non- clonal populations of the yeast Saccharomyces 
cerevisae85,199, extending such insights to other mechanisms of phenotypic 
heterogeneity, particularly non- heritable mechanisms and to a broader range of 
organisms, remains an important task for future work.

With respect to robustness, the dual property to phenotypic heterogeneity, we note 
that it is often advantageous to an individual (for example, when a mutation creates 
a thermodynamically more stable protein that is less prone to misfolding or 
inactivation170). Wherever this is the case, the individual- level advantage and the 
population- level advantage of evolvability are aligned. This makes robustness a  
cause of evolvability whose evolutionary origin need not involve conflict and is thus 
especially easy to explain. At the same time, this absence of conflict also means that  
it is more difficult to disentangle whether the robustness of any one trait originated 
in an individual- level advantage, such as the robustness that chaperones provide to 
proteomes200, or in a ‘second- order’ advantage of evolvability, which chaperones 
also provide82.
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